
STAT 201 Chapter 8.3 & 9.3 

Interval & Testing for Mean
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Recall Means Sampling Distributions

• The mean of the sampling distribution for a sample 
mean will always equal the population mean 𝜇  𝑥 = 𝜇𝑥
• The standard error, the standard deviation of the 

sample mean, is:

𝜎  𝑥 =
𝜎𝑥

𝑛
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Confidence Intervals

•Often, we do not know the population mean

•We use our sample means to make inference on the 
population parameter

•We MUST make sure that the data is obtained 
through randomization and that distribution of the 
data is approximately normal
• For this we require n>30
• Otherwise, we can make a graph to confirm
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Confidence Intervals When We Know 𝜎

•We use our sample means to make interval inference 
on the population mean

 𝑥 ± 𝑧𝛼
2

𝜎

𝑛

•  𝑥 is our point-estimate for the population proportion

• 𝑧𝛼
2

𝜎

𝑛
is our margin of error
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Confidence Intervals Bounds 
When We Know 𝜎

 𝑥 ± 𝑧𝛼
2

𝜎

𝑛

Lower Bound =  𝑥 − 𝑧𝛼
2

𝜎

𝑛

Upper Bound =  𝑥 + 𝑧𝛼
2

𝜎

𝑛
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Confidence Intervals: Margin of Error
When We Know 𝜎

•𝑧𝛼
2

𝜎

𝑛
is our margin of error

•As n increases, 
𝜎

𝑛
decreases, causing the margin 

of error to decrease causing the width of the 
confidence interval to narrow

•As n decreases, 
𝜎

𝑛
increases, causing the margin 

of error to increase causing the width of the 
confidence interval to widen
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Confidence Intervals: Margin of Error
When We Know 𝜎

•𝑧𝛼
2

𝜎

𝑛
is our margin of error

•As the confidence level 𝛼 decreases, z decreases 
causing the margin of error to decrease, causing the 
width of the confidence interval to narrow
•As the confidence level 𝛼 increases, z increases 

causing the margin of error to increase, causing the 
width of the confidence interval to grow wider
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What if We do not know 𝜎

•Can we find something to replace 𝜎 in 𝑧𝛼
2

𝜎

𝑛
?

• Yes! We can use the sample standard  deviation s to 
“replace” 𝜎. However, we might lose some 
“information” or “freedom”

•Recall s = 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
 𝒙− 𝒙

𝟐

𝒏−𝟏

8



Representing Information: Degree of Freedom

•Originally, we know 𝜎 and we have n observations. So 
we have n information to use to find the interval; or 
we can say we have n “degree of freedom” (free data)

•Now, since we do not know 𝜎, we first use n
observations to estimate the sample standard 
deviation, s. So we lose “1” information for the 
estimation s, so that we have only n-1 “degree of 
freedom”. We lose 1 “degree of freedom” by 
estimating unknown 𝜎.
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Confidence Intervals When We Don’t Know 𝜎

•We use our sample means to make inference on the 
population mean

 𝑥 ± 𝑡𝛼
2
,𝑛−1

𝑠

𝑛

•  𝑥 is our point-estimate for the population proportion

• 𝑡𝛼
2
,𝑛−1

𝑠

𝑛
is our margin of error
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Confidence Intervals Bounds
When We Don’t Know 𝜎

 𝑥 ± 𝑡𝛼
2
,𝑛−1

𝑠

𝑛

Lower Bound =  𝑥 − 𝑡𝛼
2
,𝑛−1

𝑠

𝑛

Upper Bound =  𝑥 + 𝑡𝛼
2
,𝑛−1

𝑠

𝑛
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Confidence Intervals: Margin of Error
When We Don’t Know 𝜎

• 𝑡𝛼
2
,𝑛−1

𝑠

𝑛
is our margin of error

• As n increases, t decreases and 
𝑠

𝑛
decreases, causing 

the margin of error to decrease causing the width of the 
confidence interval to narrow

• As n decreases, t increases and 
𝑠

𝑛
increases, causing 

the margin of error to increase causing the width of the 
confidence interval to widen
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Confidence Intervals: Margin of Error
When We Don’t Know 𝜎

• 𝑡𝛼
2
,𝑛−1

𝑠

𝑛
is our margin of error

• As the confidence level 𝛼 decreases, t decreases causing 
the margin of error to decrease, causing the width of the 
confidence interval to narrow

• As the confidence level 𝛼 increases, t increases causing 
the margin of error to increase, causing the width of the 
confidence interval to grow wider
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Finding t for Our Confidence Intervals
• Say we were trying to find the t-value for a 95% confidence 

with n=10

• This means 𝛼 = 1 − .95 = .05 and the degrees of freedom 
= 10 - 1 = 9

• t = 2.262
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Zoom In

• A is the degrees of freedom, n-1

• B is the significance level – for confidence intervals we 
look for 𝛼 in the two-tail row

• C is the t-value associated with the provided degrees 
of freedom and significance level
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Finding t for Our Confidence Intervals
• Say we were trying to find the t-value for a 99% 

confidence with n=9

• This means 𝛼 = 1 − .99 = .01 and the degrees of 
freedom = 9 - 1 = 8

• t = 3.355
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Zoom In

• A is the degrees of freedom, n-1

• B is the significance level – for confidence intervals we look 
for 𝛼 in the two-tail row

• C is the t-value associated with the provided degrees of 
freedom and significance level
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Finding t for Our Confidence Intervals
• Say we were trying to find the t-value for a 90% 

confidence with n=11

• This means 𝛼 = 1 − .90 = .10 and the degrees of 
freedom = 11 - 1 = 10

• t = 1.812
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Zoom In

• A is the degrees of freedom, n-1

• B is the significance level – for confidence intervals we 
look for 𝛼 in the two-tail row

• C is the t-value associated with the provided degrees 
of freedom and significance level
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Properties of the t-distribution

1. The t-distribution is different for different degrees of 
freedom

2. The t-distribution is centered and symmetric at 0
3. The area under the curve is 1 and ½ on either side of 0
4. The density (curve) approaches 0 as we move away from 0
5. The t-distribution has fatter tails than the standard normal
6. As the sample size increases t gets close to z
Red properties are the same for normal distribution.
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Example

• Suppose a random sample of 81 students from the 
University of South Carolina was taken. Among the 
sampled students the sample mean, number of 
times they inappropriately used the word “like” in 
a five minute conversation, was 13 times with a 
sample standard deviation of 2.

•Our sample mean =  𝑥 = 13

•Our sample standard deviation = s = 2
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Example

•Our sample mean =  𝑥 = 13

•Our sample standard deviation = s = 2

•Check Assumptions
n>30 so it is safe to assume the distribution of  𝑥

is bell-shaped
The data is from a random sample

23



Example
•Our sample mean =  𝑥 = 13

•Our sample standard deviation = s = 2

•95% Confidence Interval for population mean:

 𝑥 ± 𝑡.05
2
,80

𝑠

𝑛

= (11.5578, 14.4422)
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Example

(11.5578, 14.4422)

•We are 95% confident that the true population mean 
of number of times a University of South Carolina 
student inappropriately says “like” in a five minute 
conversation is between 11.5578 and 14.4422 times, 
or more specifically between 12 and 14 times.

25



Example

•What if I do not tell you the sample mean is 13 and 
sample standard deviation 2, instead give you the 
original data, do you know what to do?

• This time, you need to calculate the sample mean  𝑥
and sample standard deviation s using Statcrunch, 
then use the interval formula to find the confidence 
interval.
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Example 2

• Suppose a random sample of 20 kids was chosen in a 
fat camp. Among the sampled kids we saw a bell-
shaped distribution with a sample mean of number of 
pounds lost was 2 and a population standard 
deviation of 4.

•Our sample mean =  𝑥 = 2

•Our population standard deviation = 𝜎 = 4
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Example 2

•Check Assumptions
N<30 BUT we were told it is safe to assume the data was 

bell-shaped which indicates the distribution of  𝑥 is bell-
shaped
The data is from a random sample
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Example 2

•90% Confidence Interval for population mean number 
of pounds lost at fat camp was:

 𝑥 ± 𝑧.90
𝜎

20

= 2 ± 1.64
4

20
(.5331, 3.4669)
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Example 2

(.5331, 3.4669)

•We are 90% confident that the true population mean 
number of pounds lost at fat camp per kid is 
between .5331 and 3.4669 pounds.
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From Confidence Intervals to Testing

•As we see in the last example we can come up with 
interesting observations of our confidence intervals

•Next we will learn how to formally test whether or not 
the population mean is a particular value based off 
our sample mean (without knowing standard 
deviation 𝜎)
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Hypothesis Test for Means: Step 1

• State Hypotheses:
• Null hypothesis: that the population mean equals some 
𝜇𝑜
• 𝐻𝑜: 𝜇 ≤ 𝜇𝑜 (one sided test)

• 𝐻𝑜: 𝜇 ≥ 𝜇𝑜 (one sided test)

• 𝐻𝑜: 𝜇 = 𝜇𝑜 (two sided test)

• Alternative hypothesis: What we’re interested in
• 𝐻𝑎: 𝜇 > 𝜇𝑜 (one sided test)

• 𝐻𝑎: 𝜇 < 𝜇𝑜 (one sided test)

• 𝐻𝑎: 𝜇 ≠ 𝜇𝑜 (two sided test)
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Hypothesis Test for Means: Step 2

•Check the assumptions
• The variable must be quantitative
• The data are obtained using randomization
•We’re dealing with data from the normal distribution

• If n>30
• If a histogram of the data is approximately normal
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Hypothesis Test for Means: Step 3

•Calculate Test Statistic, t*
• The test statistic measures how different the sample 

mean we have is from the null hypothesis
• We calculate the t-statistic by assuming that μ0 is the 

population mean

𝑡 =
(  𝑥 − 𝜇𝑜)

𝑠
𝑛
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Hypothesis Test for Means: Step 4

•Determine the P-value
• The P-value describes how unusual the data would 

be if 𝐻𝑜 were true.
•We will use software to find this
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Hypothesis Test for Means: Step 4

• Determine the P-value
• The P-value describes how unusual the sample data would be if 𝐻𝑜

were true.

• Again, we will use software or your calculator to find this, or I will 
give it to you. 

Alternative Hypothesis Probability Formula for the 
P-value

𝐻𝑎: 𝑝 > 𝑝𝑜 Right tail P(T>t)

𝐻𝑎: 𝑝 < 𝑝𝑜 Left tail P(T<t)

𝐻𝑎: 𝑝 ≠ 𝑝𝑜 Two-tail 2*P(T<-|t|)
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Hypothesis Test for Means: Step 5

• Summarize the test by reporting and interpreting the P-value
• Smaller p-values give stronger evidence against 𝐻𝑜

• If p-value≤ 1 − 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = α
• Reject 𝐻𝑜, with a p-value = ____, we have sufficient evidence that 

the alternative hypothesis might be true

• If p-value> 1 − 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = α
• Fail to reject 𝐻𝑜, with a p-value = ____, we do not have sufficient 

evidence that the alternative hypothesis might be true
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Hypothesis Test for Means– Step Five with 
Pictures

• For a left tailed test: 𝐻𝑎: 𝜇 < 𝜇𝑜 We have rejection 
regions for 𝐻𝑜 are as follows 

Confidence Reject (test stat) Reject (p-value)

0.90 Test-stat<-𝑡.10,𝑛−1 P-value<.1

0.95 Test-stat<-𝑡.05,𝑛−1 P-value<.05

0.99 Test-stat<-𝑡.01,𝑛−1 P-value<.01
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Zoom In
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Hypothesis Test for Means– Step Five with 
Pictures

• For a left tailed test: 𝐻𝑎: 𝜇 > 𝜇𝑜 We have rejection 
regions for 𝐻𝑜 are as follows 

Confidence Reject (test stat) Reject (p-value)

0.90 Test-stat<-𝑡.90,𝑛−1 P-value<.1

0.95 Test-stat<-𝑡.95,𝑛−1 P-value<.05

0.99 Test-stat<-𝑡.99,𝑛−1 P-value<.01
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Zoom In
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Hypothesis Test for Means– Step Five with 
Pictures

• For a two tailed test: 𝐻𝑎: 𝜇 ≠ 𝜇𝑜 We have rejection 
regions for 𝐻𝑜 are as follows 

Confidence Reject (test stat) Reject (p-value)

0.90 |Test-stat|<-𝑡.90,𝑛−1 P-value<.1

0.95 |Test-stat|<-𝑡.95,𝑛−1 P-value<.05

0.99 |Test-stat|<-𝑡.99,𝑛−1 P-value<.01
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Zoom In
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Example 1

•An engineer at Budweiser came up with the idea of 
selling beers with a new designed machine! He wishes 
to show that the mean number of ounces bottled by 
his new machine greater than 4.5oz at a .05 
significance level, or 95% confidence. 

•A random sample of ten cans produces the data below
4.5, 5.6, 4.9, 3.8, 4.1, 4.3, 4.4, 4.7, 5.0, 4.6
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Example 1 – Step One

•A random sample of ten produces the data below
4.5, 5.6, 4.9, 3.8, 4.1, 4.3, 4.4, 4.7, 5.0, 4.6

• State the Hypotheses: we are interested in whether or 
not the mean is greater than 4.5 oz
•𝐻𝑜: 𝜇 ≤ 4.5
•𝐻𝑎: 𝜇 > 4.5
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Example 1 – Step Two

•A random sample of ten produces the data below
4.5, 5.6, 4.9, 3.8, 4.1, 4.3, 4.4, 4.7, 5.0, 4.6

•Check Assumptions:
• The data is quantitative
• The sample is randomly selected
• Even though n<30, a histogram of the data shows 

approximately normal
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Check it!
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Example 1 – Step Three

•Calculate Test Statistic

𝑡∗ =
(  𝑥 − 𝜇𝑜)

𝑠
𝑛

=
4.59 − 4.5

.5043

10

=
.09

.1595
= .5643

Variable Sample Mean ( 𝒙) Standard Deviation (𝒔𝒙) Standard Error (𝒔 𝒙)

Ounces Filled 4.59 .5043 .1595
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Example 1 – Step Four

•Determine P-value
P-value from software is .2932
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Example 1 – Step Five

• State Conclusion
• Since .2932>.05 we fail to reject 𝐻𝑜

At the .05 level of significance, or 95% confidence level, 
there isn’t sufficient evidence that the mean fill is greater 
than 4.5 oz
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Example 1 – Step Five with Pictures
• State Conclusion
 Anything with a p-value<.05 or a t-value>𝑡1−𝛼,𝑛−1 = 
𝑡.95,9 = 1.833 will be in the rejection region

Since .2932>.05 we fail to reject 𝐻𝑜
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Zoom In
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